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Abstract
Based on spatiotemporal properties of neighborhood and

mobile properties of nodes in the networks, we propose Se-
lective Reference Mechanism to trade off between the de-
lay and overhead of neighbor discovery in low-duty-cycle
WSNs. Extensive simulation and test-bed experiment con-
firm our theoretical analysis, showing as much as 35.4% in-
crease in discovery probability, 38.6% reduction in discovery
delay and 27.7% reduction in total energy consumption.

Categories and Subject Descriptors
C.2.2 [Computer Communication Networks]: Network

protocols

General Terms
Performance, Design

Keywords
Selective Reference, Neighbor Discovery, Low-duty-

cycle WSNs, Group

1 Introduction
Energy-saving is very important in sustainable deploy-

ment of Wireless Sensor Networks systems. Extensive re-
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search has indicated that idle listening, which is ready to
receive packets in communication, is a mainly factor in en-
ergy consumption. Therefore, as the most effective energy
conservation technique, low-duty-cycle, which makes node
in the networks listen briefly and shut down radios in most
of the time, has been paid attention by more and more re-
search groups. However, low-duty-cycle operation leads to a
challenging issue: how mobile nodes can quickly discover
each other if they listen to the same channel in an asyn-
chronous manner.Previous notable neighbor discovery de-
signs include: quorum-based protocols [3], Disco [1], U-
Connect [2] and etc. Although these designs successfully en-
sure that a pair of nodes, always in one-hop distance, can fin-
ish discovery within a bounded delay through pre-scheduled
methods, none of them investigates how to increase discov-
ery probability and how to decrease discovery delay through
referring schedules of known nodes. This paper presents Se-
lective Reference Mechanism that builds upon any existing
pairwise discovery designs to speed up neighbor discovery
through sharing schedules of common neighbors. It can trade
off between discovery delay and overhead to achieve that.

2 Basic Reference Design (Basic)
Suppose there is a group N with n nodes knowing each

other, and a new node i wants to join, which is typical in
neighbor discovery. Suppose Pi j(t) is the probability that i
and j discover each other before time t. In previous pair-
wise designs, the probability of i discovering all n nodes be-

fore time t can be represented as Pp(t) = ∏n−1
j=0 Pi j(t), the

probability density is pp(t) = ∑n−1
j=0 [Pi j(t)′ ∏n−1

k=0,k �= j Pik(t)].
So, the expected time of i to discover all n nodes is: tp =

Ep(t) =
∫ Tmax,i

0 t
n−1

∑
j=0

[Pi j(t)′
n−1

∏
k=0,k �= j

Pik(t)]dt, where, Tmax,i =

Max(Ti,0,Ti,1, ...,Ti,n−1). In the basic reference design, node
will actively refer schedules of its known neighbors to its
new neighbor. Then, the new neighbor can proactively wake
up to discover its real neighbors at their wake-up times,
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(a) Discovery Probability vs.
Packet Loss Ratio
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(b) Discovery Delay vs. Packet
Loss Ratio
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(c) Total Energy Consumption
vs. Packet Loss Ratio
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(d) Actual Duty Cycle vs.
Packet Loss Ratio

Figure 1. Impact of Packet Loss Ratio

which will expedite the discovery. The probability that i has
discovered one node in group N before time t in the basic

design is Pg(t) = 1−∏n−1
j=0(1−Pi j(t)), the probability den-

sity is pg(t) = ∑n−1
j=0 [Pi j(t)′ ∏n−1

k=0,k �= j(1−Pik(t))]. So, the ex-

pected time that i has discovered at least one node of group

N is: Eg(t) =
∫ Tmin,i

0 t
n−1

∑
j=0

[Pi j(t)′
n−1

∏
k=0,k �= j

(1−Pik(t))]dt, where

Tmin,i = Min(Ti,0,Ti,1, ...,Ti,n−1). So, the total time that i has
discovered all n nodes of group N is tg ≤ Eg(t)+2Tmax gap.
Where Tmax gap means the maximal wake-up interval be-
tween any pair of nodes, within which referring and veri-
fying have finished.

Figure 2. Neighbor Probability of i and j

3 Selective Reference Design (Advanced)
See Fig 2, the overlapping area between i and j with a

distance of q reflects the common neighbor number (Ni j(q))
of them. We have formula: Ni j(q) = λ

πR2 (2R2 arccos( q
2R )−

q
√

R2 − ( q
2 )

2), where λ is average node density, R is radio

radius. Since Ni j(q) is monotonically, its inverse function
can be used to estimate q and r. The probability Pj,ik(r,q),

that j treats i and k as neighbor, is: 1
π arccos( r2+q2−R2

2rq ), when

r+q > R; 1, when r+q ≤ R. In the worst case, two neigh-
bors of one node only have 39.1% chance to be neighbor for
each other. It is obvious that the referring node should refer
nodes with high probability of being the neighbor of the re-
ceiver, so the selective reference design, based on neighbor
probability estimated currently by the referring node, is quite
reasonable and feasible.

4 Evaluation
We completely simulate the performances (such as Dis-

covery Probability, Discovery Delay, Total Energy Con-

sumption, Average Duty Cycle) of networks with differ-
ent neighbor discovery mechanisms in various average node
movement velocity, duty cycle, node density, node radio
range, packet loss ratio, radio irregularity, mobility model,
etc. Figure 1 shows that with the increase of packet loss ratio,
the discovery probability of all discovery designs decreases.
However, even in 60% of packet loss ratio, to discover the
same number of neighbor, the selective reference method is
still about 6.7% higher in discovery probability, 12.9% lower
in discovery delay and 11.1% less in energy consumption
than Disco (pairwise design). Moreover, we have fully im-
plemented several discovery designs on TinyOS/Mote plat-
form in nesC. The test results are in good conformity with
theoretical analysis and the simulation.

5 Conclusion
This paper presents a novel discovery method (selective

reference mechanism) as a performance add-on to existing
pairwise discovery designs. It can speed up the discovery
process of previous pairwise discovery designs with slight
actual duty cycle increase. Our work is the first to pro-
vide theoretical analysis of reference-based discovery delay.
We selectively choose neighboring nodes for energy-efficient
reference. We fully evaluate our designs in a physical test-
bed and simulation system elaborately developed by our re-
search team. Compared with the state-of-the-art pairwise so-
lutions, our designs trade off between discovery delay and
total energy consumption of the networks.
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